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PAS Mission
•Computer science is the science of studying how things can 

be automated. When automating intelligent behaviour, 
modeling plays a central role as an attempt to formalize 
the properties of processes characterizing learning, 
inference and intervention (actions). 

•Due to the uncertainty and incompleteness of available 
information in application domains of computer science - 
the artificial intelligence and machine learning domains in 
particular - such models are commonly based on 
probabilities. 

•The aim of our research is fundamental understanding and 
development of computationally efficient probabilistic and 
information- theoretic modeling techniques, and their multi-
disciplinary applications from engineering to sciences.



Key Research Lines in 2009

•Minimum Description Length (MDL)
– Novel theoretical developments

• Example: J.Rissanen, and T.Roos. Conditional NML Universal 
Model.

• Example: P. Kontkanen and P. Myllymäki, A linear-time 
algorithm for computing the multinomial stochastic complexity. 

– New applications of MDL
• Example (histogram density estimation): P. Kontkanen and P. 

Myllymäki, MDL Histogram Density Estimation. 
• Example (clustering): P. Kontkanen, P. Myllymäki, W. Buntine, 

J. Rissanen, H. Tirri, An MDL Framework for Data Clustering. 



...More Key Research Lines in 2009
• Probabilistic graphical models

– Bayesian network learning
• Example: T. Silander and P. Myllymäki, A Simple Approach for 

Finding the Globally Optimal Bayesian Network Structure. 
– Novel dependency models 

• Example: W. Buntine, S. Perttu, V. Tuulos, Using Discrete PCA on 
Web Pages.

– New estimation principles for probabilistic models.
• Example: A. Hyvärinen, Estimation of non-normalized statistical 

modes by score matching.
– Causal inference

• Example: S. Shimizu, P. O. Hoyer, A. Hyvärinen, and A. J. 
Kerminen, A linear non-gaussian acyclic model for causal 
discovery



...More Key Research Lines in 2009
•Information visualization

– Example: J. Venna and S. Kaski. Nonlinear Dimensionality 
Reduction as Information Retrieval

•Sensor fusion: combination of heterogeneous data sources
– Example: A. Klami and S. Kaski, Local Dependent Components. 
– Example: combining eye tracking with content-based document 

search
– Example: user modelling with location tracking and purchasing 

history data
– Example: stemmatological modelling with constraints imposed by 

domain expert knowledge
– Example: combining video and text search
– ...and many more



Key actions

•Intensive research work

•Active international collaboration with top researchers in 
the field, in particular with the HIIT Fellows and their sites

•Active collaboration with other sciences, public agencies 
and the industry

•Active collaboration within HIIT (both within the PAS 
programme, and with the other programmes)

•Active role in the Pascal Network of Excellence of EU’s 
FP7 programme: Petri Myllymäki and Sami Kaski in the 
steering committee 



Proactive information retrieval

and

Eye movements as a feedback 
source







There are other sources of 
implicit feedback as well



Can we infer the interests of 
the reader from eye 
movements?



Two tasks

•1. Explicit ranking of search results is tedious => 
automate! (Done to an extent)

•2. It is difficult to construct good queries => make the 
whole search proactive! (Hard but being done)





Infer what was interesting from a 
reading pattern. Sometimes easy



...and sometimes hard



Assumptions

1. There is a link between relevance of a word and eye 
movements

2.There is data for which relevance is known (but for 
different topics)

3.The link is independent of the actual topic

=> The link can be learned from data collected on a set 
of topics, and generalized to new topics



Results

•Given 10 documents with eye movements, infer the 
implicit query and apply it to 244 new documents.

•Statistically significant improvement from random 
average precision: 5.11% --> 9.81%

•Usable to supplement other feedback; absolute 
value is still needs improvement.

Table 2: The precision for various predictors and search topics, in percent. Larger precision is better. The
baseline models are random guessing, for which the median precision is shown, together with an SVM classifier
used to train the regressor. The baseline models provide expected lower and upper limits for the expected
performance of the predictors. The largest precision for a given search topic and class of predictors is shown in
boldface. The topics for which the best Wi classifier has achieved a sub-random result are shown in italics. All
models outperform random guessing (P < 0.01, Fisher Sign Test).

Baseline Eye movements only Expl. Impl.&Expl.
feedb. feedback

Random SVM Wi Wi(21) Wi(41) Wi(61) SVMi SVM-2Ki

Astronomy 5.11 58.92 10.09 9.84 9.98 10.02 36.35 37.48
Ball games 5.11 98.09 9.59 11.95 12.36 12.83 65.12 78.57

Cities 5.11 91.20 9.94 9.62 9.92 9.70 64.26 64.86
Court systems 5.11 67.55 8.68 9.25 9.47 10.26 59.23 60.48

Dinosaurs 5.11 100.00 3 .20 3 .37 3 .37 3.45 98.33 89.75
Education 5.11 73.16 5.55 5.80 6.36 6.88 32.03 41.12
Elections 5.11 74.48 14.35 16.48 15.89 15.93 68.49 68.87
Family 5.11 77.12 8.33 10.74 10.84 10.76 50.35 67.97
Film 5.11 70.33 6.07 7.01 7.68 8.30 41.78 48.32

Government 5.11 60.10 6.10 6.86 6.66 6.80 27.64 25.59
Internet 5.11 37.69 3 .47 3.80 3 .78 3 .77 11.72 12.69

Languages 5.11 97.14 6.03 6.55 6.84 6.81 94.30 92.90
Literature 5.11 33.77 3 .65 3 .69 3 .75 3.82 16.94 15.61

Music 5.11 78.16 7.23 8.13 7.86 8.25 58.81 69.24
Natural disasters 2.37 100.00 33.84 34.30 34.89 35.30 100.00 91.67

Olympics 5.11 87.38 7.16 8.76 9.52 9.59 100.00 82.25
Optical devices 5.11 75.73 11.19 11.02 11.23 10.63 63.73 63.85
Postal system 5.11 77.83 5.57 5.97 5.99 6.20 46.29 44.20

Printing 5.11 78.11 5.93 8.67 8.40 8.02 55.01 51.35
Sculpture 5.11 72.92 4 .51 4 .94 5.11 4 .99 72.78 76.07

Space exploration 5.11 67.00 14.52 16.49 17.74 16.92 62.64 64.95
Speeches 5.11 85.97 10.01 10.36 10.55 10.72 45.27 46.94
Television 5.11 69.01 6.07 6.88 6.78 n/a 29.77 25.41

Transportation 5.11 52.02 16.51 16.66 16.73 n/a 34.86 26.13
Writing systems 5.11 78.67 3 .61 3.62 3 .60 3 .52 35.49 32.01

Average 74.49 8.85 9.62 9.81 54.85 58.71

set of viewed snippets, and the text content of the
snippets was available. This is a prototype of a task
where the intent or interests of the user are inferred
from implicit feedback signals, and used to anticipate
the users actions.

We were able to learn a “universal predictor of rele-
vance predictors” from a collected database of queries,
their relevant and irrelevant documents, and the corre-
sponding eye movements. The predictions performed
better than chance on new queries. There is ample
room for improvement in the prediction percentages,
our best model gives an mean precision of 9.81% as
opposed to 6% of the random classifier, but nonethe-
less the feasibility study was successful; it is possible to
extract some useful information from eye movements.

We further experimented with a model, where the tex-

tual content of the documents and explicit relevance
feedback given by the user (the document is/is not
in the search topic) was taken into account. As ex-
pected, the explicit feedback improved the precision
significantly to 54.85%. Our results show that also in
this scenario, taking the eye movement into account
we can further improve the precision by about 4%.

We conclude that in constructing a query, eye move-
ments provide an implicit feedback channel. As ex-
pected, the feedback obtained from the eye movements
is less informative than relevance feedback typed in by
the user, but nonetheless this implicit feedback can
be exploited. In practical applications all available
feedback channels, in addition to the eye movements,
should of course be utilized; the practical implication
of this study is that if eye movement data is cheaply

Table 2: The precision for various predictors and search topics, in percent. Larger precision is better. The
baseline models are random guessing, for which the median precision is shown, together with an SVM classifier
used to train the regressor. The baseline models provide expected lower and upper limits for the expected
performance of the predictors. The largest precision for a given search topic and class of predictors is shown in
boldface. The topics for which the best Wi classifier has achieved a sub-random result are shown in italics. All
models outperform random guessing (P < 0.01, Fisher Sign Test).

Baseline Eye movements only Expl. Impl.&Expl.
feedb. feedback

Random SVM Wi Wi(21) Wi(41) Wi(61) SVMi SVM-2Ki

Astronomy 5.11 58.92 10.09 9.84 9.98 10.02 36.35 37.48
Ball games 5.11 98.09 9.59 11.95 12.36 12.83 65.12 78.57

Cities 5.11 91.20 9.94 9.62 9.92 9.70 64.26 64.86
Court systems 5.11 67.55 8.68 9.25 9.47 10.26 59.23 60.48

Dinosaurs 5.11 100.00 3 .20 3 .37 3 .37 3.45 98.33 89.75
Education 5.11 73.16 5.55 5.80 6.36 6.88 32.03 41.12
Elections 5.11 74.48 14.35 16.48 15.89 15.93 68.49 68.87
Family 5.11 77.12 8.33 10.74 10.84 10.76 50.35 67.97
Film 5.11 70.33 6.07 7.01 7.68 8.30 41.78 48.32

Government 5.11 60.10 6.10 6.86 6.66 6.80 27.64 25.59
Internet 5.11 37.69 3 .47 3.80 3 .78 3 .77 11.72 12.69

Languages 5.11 97.14 6.03 6.55 6.84 6.81 94.30 92.90
Literature 5.11 33.77 3 .65 3 .69 3 .75 3.82 16.94 15.61

Music 5.11 78.16 7.23 8.13 7.86 8.25 58.81 69.24
Natural disasters 2.37 100.00 33.84 34.30 34.89 35.30 100.00 91.67

Olympics 5.11 87.38 7.16 8.76 9.52 9.59 100.00 82.25
Optical devices 5.11 75.73 11.19 11.02 11.23 10.63 63.73 63.85
Postal system 5.11 77.83 5.57 5.97 5.99 6.20 46.29 44.20

Printing 5.11 78.11 5.93 8.67 8.40 8.02 55.01 51.35
Sculpture 5.11 72.92 4 .51 4 .94 5.11 4 .99 72.78 76.07

Space exploration 5.11 67.00 14.52 16.49 17.74 16.92 62.64 64.95
Speeches 5.11 85.97 10.01 10.36 10.55 10.72 45.27 46.94
Television 5.11 69.01 6.07 6.88 6.78 n/a 29.77 25.41

Transportation 5.11 52.02 16.51 16.66 16.73 n/a 34.86 26.13
Writing systems 5.11 78.67 3 .61 3.62 3 .60 3 .52 35.49 32.01

Average 74.49 8.85 9.62 9.81 54.85 58.71

set of viewed snippets, and the text content of the
snippets was available. This is a prototype of a task
where the intent or interests of the user are inferred
from implicit feedback signals, and used to anticipate
the users actions.

We were able to learn a “universal predictor of rele-
vance predictors” from a collected database of queries,
their relevant and irrelevant documents, and the corre-
sponding eye movements. The predictions performed
better than chance on new queries. There is ample
room for improvement in the prediction percentages,
our best model gives an mean precision of 9.81% as
opposed to 6% of the random classifier, but nonethe-
less the feasibility study was successful; it is possible to
extract some useful information from eye movements.

We further experimented with a model, where the tex-

tual content of the documents and explicit relevance
feedback given by the user (the document is/is not
in the search topic) was taken into account. As ex-
pected, the explicit feedback improved the precision
significantly to 54.85%. Our results show that also in
this scenario, taking the eye movement into account
we can further improve the precision by about 4%.

We conclude that in constructing a query, eye move-
ments provide an implicit feedback channel. As ex-
pected, the feedback obtained from the eye movements
is less informative than relevance feedback typed in by
the user, but nonetheless this implicit feedback can
be exploited. In practical applications all available
feedback channels, in addition to the eye movements,
should of course be utilized; the practical implication
of this study is that if eye movement data is cheaply

Table 2: The precision for various predictors and search topics, in percent. Larger precision is better. The
baseline models are random guessing, for which the median precision is shown, together with an SVM classifier
used to train the regressor. The baseline models provide expected lower and upper limits for the expected
performance of the predictors. The largest precision for a given search topic and class of predictors is shown in
boldface. The topics for which the best Wi classifier has achieved a sub-random result are shown in italics. All
models outperform random guessing (P < 0.01, Fisher Sign Test).

Baseline Eye movements only Expl. Impl.&Expl.
feedb. feedback

Random SVM Wi Wi(21) Wi(41) Wi(61) SVMi SVM-2Ki

Astronomy 5.11 58.92 10.09 9.84 9.98 10.02 36.35 37.48
Ball games 5.11 98.09 9.59 11.95 12.36 12.83 65.12 78.57

Cities 5.11 91.20 9.94 9.62 9.92 9.70 64.26 64.86
Court systems 5.11 67.55 8.68 9.25 9.47 10.26 59.23 60.48

Dinosaurs 5.11 100.00 3 .20 3 .37 3 .37 3.45 98.33 89.75
Education 5.11 73.16 5.55 5.80 6.36 6.88 32.03 41.12
Elections 5.11 74.48 14.35 16.48 15.89 15.93 68.49 68.87
Family 5.11 77.12 8.33 10.74 10.84 10.76 50.35 67.97
Film 5.11 70.33 6.07 7.01 7.68 8.30 41.78 48.32

Government 5.11 60.10 6.10 6.86 6.66 6.80 27.64 25.59
Internet 5.11 37.69 3 .47 3.80 3 .78 3 .77 11.72 12.69

Languages 5.11 97.14 6.03 6.55 6.84 6.81 94.30 92.90
Literature 5.11 33.77 3 .65 3 .69 3 .75 3.82 16.94 15.61

Music 5.11 78.16 7.23 8.13 7.86 8.25 58.81 69.24
Natural disasters 2.37 100.00 33.84 34.30 34.89 35.30 100.00 91.67

Olympics 5.11 87.38 7.16 8.76 9.52 9.59 100.00 82.25
Optical devices 5.11 75.73 11.19 11.02 11.23 10.63 63.73 63.85
Postal system 5.11 77.83 5.57 5.97 5.99 6.20 46.29 44.20

Printing 5.11 78.11 5.93 8.67 8.40 8.02 55.01 51.35
Sculpture 5.11 72.92 4 .51 4 .94 5.11 4 .99 72.78 76.07

Space exploration 5.11 67.00 14.52 16.49 17.74 16.92 62.64 64.95
Speeches 5.11 85.97 10.01 10.36 10.55 10.72 45.27 46.94
Television 5.11 69.01 6.07 6.88 6.78 n/a 29.77 25.41

Transportation 5.11 52.02 16.51 16.66 16.73 n/a 34.86 26.13
Writing systems 5.11 78.67 3 .61 3.62 3 .60 3 .52 35.49 32.01

Average 74.49 8.85 9.62 9.81 54.85 58.71

set of viewed snippets, and the text content of the
snippets was available. This is a prototype of a task
where the intent or interests of the user are inferred
from implicit feedback signals, and used to anticipate
the users actions.

We were able to learn a “universal predictor of rele-
vance predictors” from a collected database of queries,
their relevant and irrelevant documents, and the corre-
sponding eye movements. The predictions performed
better than chance on new queries. There is ample
room for improvement in the prediction percentages,
our best model gives an mean precision of 9.81% as
opposed to 6% of the random classifier, but nonethe-
less the feasibility study was successful; it is possible to
extract some useful information from eye movements.

We further experimented with a model, where the tex-

tual content of the documents and explicit relevance
feedback given by the user (the document is/is not
in the search topic) was taken into account. As ex-
pected, the explicit feedback improved the precision
significantly to 54.85%. Our results show that also in
this scenario, taking the eye movement into account
we can further improve the precision by about 4%.

We conclude that in constructing a query, eye move-
ments provide an implicit feedback channel. As ex-
pected, the feedback obtained from the eye movements
is less informative than relevance feedback typed in by
the user, but nonetheless this implicit feedback can
be exploited. In practical applications all available
feedback channels, in addition to the eye movements,
should of course be utilized; the practical implication
of this study is that if eye movement data is cheaply

Implicit ExplicitRandom

Table 2: The precision for various predictors and search topics, in percent. Larger precision is better. The
baseline models are random guessing, for which the median precision is shown, together with an SVM classifier
used to train the regressor. The baseline models provide expected lower and upper limits for the expected
performance of the predictors. The largest precision for a given search topic and class of predictors is shown in
boldface. The topics for which the best Wi classifier has achieved a sub-random result are shown in italics. All
models outperform random guessing (P < 0.01, Fisher Sign Test).

Baseline Eye movements only Expl. Impl.&Expl.
feedb. feedback

Random SVM Wi Wi(21) Wi(41) Wi(61) SVMi SVM-2Ki

Astronomy 5.11 58.92 10.09 9.84 9.98 10.02 36.35 37.48
Ball games 5.11 98.09 9.59 11.95 12.36 12.83 65.12 78.57

Cities 5.11 91.20 9.94 9.62 9.92 9.70 64.26 64.86
Court systems 5.11 67.55 8.68 9.25 9.47 10.26 59.23 60.48

Dinosaurs 5.11 100.00 3 .20 3 .37 3 .37 3.45 98.33 89.75
Education 5.11 73.16 5.55 5.80 6.36 6.88 32.03 41.12
Elections 5.11 74.48 14.35 16.48 15.89 15.93 68.49 68.87
Family 5.11 77.12 8.33 10.74 10.84 10.76 50.35 67.97
Film 5.11 70.33 6.07 7.01 7.68 8.30 41.78 48.32

Government 5.11 60.10 6.10 6.86 6.66 6.80 27.64 25.59
Internet 5.11 37.69 3 .47 3.80 3 .78 3 .77 11.72 12.69

Languages 5.11 97.14 6.03 6.55 6.84 6.81 94.30 92.90
Literature 5.11 33.77 3 .65 3 .69 3 .75 3.82 16.94 15.61

Music 5.11 78.16 7.23 8.13 7.86 8.25 58.81 69.24
Natural disasters 2.37 100.00 33.84 34.30 34.89 35.30 100.00 91.67

Olympics 5.11 87.38 7.16 8.76 9.52 9.59 100.00 82.25
Optical devices 5.11 75.73 11.19 11.02 11.23 10.63 63.73 63.85
Postal system 5.11 77.83 5.57 5.97 5.99 6.20 46.29 44.20

Printing 5.11 78.11 5.93 8.67 8.40 8.02 55.01 51.35
Sculpture 5.11 72.92 4 .51 4 .94 5.11 4 .99 72.78 76.07

Space exploration 5.11 67.00 14.52 16.49 17.74 16.92 62.64 64.95
Speeches 5.11 85.97 10.01 10.36 10.55 10.72 45.27 46.94
Television 5.11 69.01 6.07 6.88 6.78 n/a 29.77 25.41

Transportation 5.11 52.02 16.51 16.66 16.73 n/a 34.86 26.13
Writing systems 5.11 78.67 3 .61 3.62 3 .60 3 .52 35.49 32.01

Average 74.49 8.85 9.62 9.81 54.85 58.71

set of viewed snippets, and the text content of the
snippets was available. This is a prototype of a task
where the intent or interests of the user are inferred
from implicit feedback signals, and used to anticipate
the users actions.

We were able to learn a “universal predictor of rele-
vance predictors” from a collected database of queries,
their relevant and irrelevant documents, and the corre-
sponding eye movements. The predictions performed
better than chance on new queries. There is ample
room for improvement in the prediction percentages,
our best model gives an mean precision of 9.81% as
opposed to 6% of the random classifier, but nonethe-
less the feasibility study was successful; it is possible to
extract some useful information from eye movements.

We further experimented with a model, where the tex-

tual content of the documents and explicit relevance
feedback given by the user (the document is/is not
in the search topic) was taken into account. As ex-
pected, the explicit feedback improved the precision
significantly to 54.85%. Our results show that also in
this scenario, taking the eye movement into account
we can further improve the precision by about 4%.

We conclude that in constructing a query, eye move-
ments provide an implicit feedback channel. As ex-
pected, the feedback obtained from the eye movements
is less informative than relevance feedback typed in by
the user, but nonetheless this implicit feedback can
be exploited. In practical applications all available
feedback channels, in addition to the eye movements,
should of course be utilized; the practical implication
of this study is that if eye movement data is cheaply



Models of networks



Models of networks

•Task: Find hidden structure in large graphs or 
networks: modules, components, clusters

•Special in our work: Define as (rapidly computable) 
generative probabilistic models 

• Application areas: Social networks, hypertexts, 
biological networks, ... More generally: mining in 
graphs



Example: Model that defines 
modules by clustering links

•Extends module or clique search
CHAPTER 5. A LATENT COMPONENT MODEL FOR NETWORKS 35

Figure 5.1. A demonstration of the principles behind the M0 model.

would mean that, if latent components correspond to traits, each edge represents one
trait connecting the two persons.

The ideas behind the generative M0 model are illustrated in Figure 5.1. The columns
on the left represent latent component probabilities for nodes (users) while the graph
on the right shows the connections between the nodes as a graph. Each user, labeled
with A-J, belongs with some probabilities to the three latent components labeled with
Music, Sports and Cooking. Based on these probabilities a network can be generated by
selecting for each edge first the latent component for the edge and then sampling the
edge endpoints from the node probabilities of the latent components. On the right
side is a social network between the users which could have been generated from the
probabilities.

It is interesting to compare the M0 model to the models of friendship formation
discussed in Section 2.4. The latent components in the model can be interpreted as
something similar to the foci by Feld (1981). Moreover, the base idea of the model,
i.e., users sharing traits are more likely to be connected, is well supported by the
theories and observations in sociology.

The model does not cover many properties of friendship networks, such as models that
change in time. Moreover, the M0 model cannot represent heterophily in networks.
As noted earlier, there are other algorithms, such as the one proposed by Newman
and Leicht (2006), which can find both heterophilic and homophilic structures in a
network.

5.2 The finite mixture model

Based on the ideas presented above, a generative model for networks can be con-
structed. In the model, the component probabilities are drawn from a Dirichlet dis-
tribution. This type of model is called a finite mixture model. In finite mixture models,

Figure by Janne Aukia
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Figure 5.2. Plate model representation of the M0 generative process.

butions can be obtained by integrating out (i.e., marginalizing over) the parameters
that are not needed. The joint distribution for the Dirichlet prior model is

p(L,Z,m, θ|α,β) = p(L,Z|m, θ)× p(m|β)× p(θ|α)
=
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(5.1)

where the Dirichlet distribution normalizerD(X, ξ) = Γ(ξ)X/Γ(Xξ) (for symmetric
parameters ξ), Z is the set of observed components for each edge, L is the set of edges,
N is the number of nodes, and C is the number of observed components. Further, vi
and vj are the endpoints of the edge l, n is a vector containing counts for edges for
each component, and kz is the vector of the number of edges in component z.

For notational convenience, the normalizing parameters depending on α, β, E and
C are denoted with B( αC ,β). Γ(·) is the Gamma function, a generalization of the
factorial function with the property Γ(z) = (z − 1)!.

5.2.2 Conditional link probabilities

In theory, one could obtain the posterior distribution by sampling directly from the
joint distribution presented in Equation 5.1, and then averaging over parameters that
are not needed. This means simply discarding the nuisance parameters and calculating
the average over samples for the parameters of interest. However, in practice, this

Figure by Janne Aukia



Football network: Who plays 
against whomCHAPTER 7. RESULTS 63

Figure 7.4. Clustering result for the Football network. α = 0.01 and β = 0.025. Colored areas
show the borders of the conferences (that is, the correct clustering), while the node colors
represent the cluster assignments obtained using the M0 algorithm. The size of the
nodes illustrates the certainty of the cluster assignments.

7.2.2 Convergence of the small networks

Figure 7.5 shows the convergence of some of the small test networks in terms of both
the network likelihood given the model and modularity. For the small networks, these
measures tend to jump from one phase to another in one quick step (Football and Jazz
networks). The likelihood and modularity values have been calculated for individual
iteration samples only and give thus just point estimates of the real likelihood. For
the smallest networks, this makes it hard to assess the exact convergence.

For the most part, the modularity of the network increases monotonically with the
iterations. Only in the PGP and Jazz networks there is some later decrease in the
modularity. In all the networks, a quite good clustering in terms of modularity and
likelihood is found quite quickly (less than 1000 iterations). However, for many of the
networks, the likelihood improves slowly for a number of iterations after the initial
quick convergence. For example, for the Physicists network the likelihood reaches a
plateau after 25 000 iterations.

Figure by Janne Aukia



Friendship network:
Last.fm internet radio

Figure by Janne Aukia
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used for the com
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e as in the Figure

7.6.
C

orrelation
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een nationalities and clusters seem
s to be even stronger than betw

een tags and
clusters.

A
n interesting detail is that seem

ingly rem
ote areas are put into the sam

e
clusters,such as Finland and C
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rgentina.
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w
ith the tag counts in each group.

In the figure,each colum
n corresponds to a m

usic
tag given by the users of Last.fm

.O
nly the 80 m

ost popular tags are show
n.The color

of a cell in the grid depicts,how
 likely it is for a user w

ho listens to that tag (colum
n)

to belong to the particular cluster (row
).

B
lue m

eans that m
ore than expected users

belong to that particular cluster,w
hile cells that are red correspond to clusters w

hich are
unpopular am

ong the users w
ho listen to that particular tag.

α
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=
0.3.
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the effects of hom
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possible to analyze
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Figure 7.10. A close-up view of the results from clustering the Danish Last.fm users. In the clus-
tering, α = 0.001 and β = 0.01.

Figure by Janne Aukia


