Probabilistic Adaptive Systems

e Research groups

— Complex Systems Computation Group (CoSCo): Prof. Petri Myllymaki,
HIIT Fellow Jorma Rissanen, Dr. Teemu Roos,

— Neuroinformatics: Dr. Aapo Hyvarinen, Dr. Patrik Hoyer,

— Statistical Machine Learning and Bioinformatics: Prof. Samuel Kaski,
Dr. Janne Nikkila, Dr. Jaakko Peltonen,

* Programme Management
— Programme Director: Professor Petri Myllymaki
— Programme Manager: Research Coordinator Tomi Silander

— Programme Management Group: Prof. Petri Myllymaki, Dr. Aapo
Hyvarinen, Prof. Samuel Kaski




PAS Mission

e Computer science is the science of studying how things can
be automated. When automating intelligent behaviour,
modeling plays a central role as an attempt to formalize
the properties of processes characterizing learning,
inference and intervention (actions).

*Due to the uncertainty and incompleteness of available
information in application domains of computer science -
the artificial intelligence and machine learning domains in
particular - such models are commonly based on
probabilities.

¢ The aim of our research is fundamental understanding and
development of computationally efficient probabilistic and
iInformation- theoretic modeling techniques, and their multi-
disciplinary applications from engineering to sciences.




Key Research Lines in 2009

® Minimum Description Length (MDL)

— Novel theoretical developments

« Example: J.Rissanen, and T.Roos. Conditional NML Universal
Model.

« Example: P. Kontkanen and P. Myllymaki, A linear-time
algorithm for computing the multinomial stochastic complexity.

— New applications of MDL

« Example (histogram density estimation): P. Kontkanen and P.
Myllymaki, MDL Histogram Density Estimation.

« Example (clustering): P. Kontkanen, P. Myllymaki, W. Buntine,
J. Rissanen, H. Tirri, An MDL Framework for Data Clustering.




...More Key Research Lines in 2009

® Probabilistic graphical models

— Bayesian network learning

- Example: T. Silander and P. Myllymaki, A Simple Approach for
Finding the Globally Optimal Bayesian Network Structure.

— Novel dependency models

- Example: W. Buntine, S. Perttu, V. Tuulos, Using Discrete PCA on
Web Pages.

— New estimation principles for probabilistic models.

- Example: A. Hyvarinen, Estimation of non-normalized statistical
modes by score matching.

— Causal inference

« Example: S. Shimizu, P. O. Hoyer, A. Hyvarinen, and A. J.
Kerminen, A linear non-gaussian acyclic model for causal
discovery




...More Key Research Lines in 2009

e Information visualization

— Example: J. Venna and S. Kaski. Nonlinear Dimensionality
Reduction as Information Retrieval

® Sensor fusion: combination of heterogeneous data sources
— Example: A. Klami and S. Kaski, Local Dependent Components.

— Example: combining eye tracking with content-based document
search

— Example: user modelling with location tracking and purchasing
history data

— Example: stemmatological modelling with constraints imposed by
domain expert knowledge

— Example: combining video and text search
— ...and many more




Key actions

e Intensive research work

¢ Active international collaboration with top researchers in
the field, in particular with the HIIT Fellows and their sites

* Active collaboration with other sciences, public agencies
and the industry

¢ Active collaboration within HIIT (both within the PAS
programme, and with the other programmes)

e Active role in the Pascal Network of Excellence of EU’s
FP7 programme: Petri Myllymaki and Sami Kaski in the
steering committee




Proactive information retrieval
and

Eye movements as a feedback
source
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There are other sources of
implicit feedback as well
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Blink and =hrink: The Effect of the Attentional Blink on =Spatial Processing

Can we infer the interests of
the reader from eye
movements?




Two tasks

¢ 1. Explicit ranking of search results is tedious =>
automate! (Done to an extent)

e 2. Itis difficult to construct good queries => make the
whole search proactive! (Hard but being done)
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Public-key cryptography is= a form of
modern cryptography which allows
users to communicate securely
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GPC encrypts messages using asymmetric keypairs individually generated by GPG users. The resulting public

ikeys can be exchanged with other users in a variety of ways, such as Internet keyservers. They must always be

exchanged carefully to prevent identity spoofing by corrupting public key < 'owner' identity correspondences.
It is also possible to add a cryptographic digital signature to a message, so the message integrity and sender
can be verified, if a particular correspondence relied upon has not been corrupted.

GPC does not use patented or otherwise restricted software or algorithms, including the IDEA encryption
algorithm which has been present in PGP almost from the beginning. Instead, it uses a variety of other,
non-patented algorithms such as ElGamal, CASTS, Triple DES (3DES), AES and Blowfish. It is still possible to use
IDEA in GPG by downloading a plugin for it, however this may require getting a license for some uses in some
countries in which IDEA is patented.
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Infer what was interesting from a
reading pattern. Sometimes easy

XenotargDs S ("stranqe—arﬂde lizard") is a little-understood therow of the late

Cretace@s (~83 - 73 mya). It probably weighed 0.4- 1.0 tons.

The only fossjl evidence consists small number of vertebrae and leg bones,

retrieved from the BajdBarreal Formation, Chubut, Argentina. From these samples,

Martinez, Giminez, Rodriguez and Bochatey named the type species, X. bonapartei,

in 1986. It was probably an allosaurid.




...and sometimes hard

The history of film is on® of the most rap@lly moving of any artistic or

communications medium ever, as-befits perhaps the first great mass medium of the

modern era. Film has gonethrough a remarkable array of changes and developed a

remarkable variety ®nd-—sophistication-in barely more than one hundred vears of

existence.




Assumptions

1. There is a link between relevance of a word and eye
movements

2.There is data for which relevance is known (but for
different topics)

3.The link is independent of the actual topic

=> The link can be learned from data collected on a set
of topics, and generalized to new topics




Results

* Given 10 documents with eye movements, infer the
implicit query and apply it to 244 new documents.

e Statistically significant improvement from random
average precision: 5.11% --> 9.81%

e Usable to supplement other feedback; absolute
value is still needs improvement.

Random Implicit Explicit

Space exploration 5.11 17.74 62.64
Speeches 5.11 10.55 45.27
Television 5.11 6.78 29.77
Transportation 5.11 16.73 34.86




Models of networks
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Models of networks

e Task: Find hidden structure in large graphs or
networks: modules, components, clusters

e Special in our work: Define as (rapidly computable)
generative probabilistic models

e Application areas: Social networks, hypertexts,
biological networks, ... More generally: mining in
graphs




Example: Model that defines
modules by clustering links

e Extends module or clique search

T IO mMmMmON®®>

Figure by Janne Aukia




The generative model

Figure by Janne Aukia
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Figure by Janne Aukia




Friendship network:
Last.fm internet radio

J-rock
japanese

polish

rnb

russian

J-pop
Soundtrack

rap

alternative rock
Grunge

reggae

pop

hip hop
Progressive rock
female vocalists
NA

Hip—Hop
trance
dance

doom metal
Progressive metal
Gothic
Gothic Metal
Power metal
heavy metal
hard rock
symphonic metal
folk metal
death metal
german
Melodic Death Metal
black metal
thrash metal
metal

punk rock
new wave
ambient
electronica
idm

britpop
electronic
swedish
post—punk
Classical
chillout
trip—hop
french

soul

jazz

80s

ebm
industrial
indie pop
singer—songwriter
experimental
post-rock
indie rock
indie

folk

classic rock
alternative
seen live
hardcore
emo

ska
screamo
punk
acoustic
rock
metalcore

Figure by Janne Aukia
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Figure by Janne Aukia




